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#### Abstract

Bendable devices have given a biggest scope in terms of interaction and portability. Besides this several advancement is made to expand its scope for analysis. If we talk about games, motion analysis, medical examination many applications involves capturing person and their movements in 3D. 3D recording characteristically captures the dynamics and movement of the scene during recording and offers the user to change the viewpoint providing the three dimensional model of visualized object. There are conventional 3D recording technologies that provide user with various 3D content. However there is a lack of provision to provide user enriched multimedia content for soothing 3D watching experience. Also no AI model has been yet deployed which can suggest video shooting mode to user. In this paper we have proposed 3 D video recording for bendable devices using machine learning. We have aimed to capture a realistic 3D view by predicting the actual depth using bending angle and spectrum analysis. We aim to create a personalized 3D content as per user inter pupillary distance.
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## INTRODUCTION

In recent years, various technologies were used to achieve 3D content recording. Conventional 3 D recording technologies provides user with various 3D content [1], however personalized 3D content as per user Inter-pupillary Distance (IPD) is still unknown. The assembly consists of a housing to encase two cameras for capturing. In this 3D view has been obtained through two cameras [2]. A stereoscopic 3D camera system comprising: a first camera, which has a first optical axis, a second camera, which has a second optical axis, a beam splitter, a mirror. 3D view has been obtained through two cameras with huge outlet no variable IAD, no rotatable cameraand using facial points of that image to match with the face of user captured by the camera sensor and capturing. In this paper, we have proposed 3D video recording for bendable device. A bendable device is used to capture the actual depth using cameras. We have used spectrum analysis technology to analyze the 3D phase and with the use of artificial intelligence shooting mode and bending angles are predicted. In this paper, we are dynamically calculating the inter-axial distance (IAD) between two cameras in a flexible device as per user IPD and displaying user the axis from where user starts bending based on the calculated IAD. The bending of the device leads to changing in IAD of the two cameras, to provide variable depth for 3D recording. Then Correlating object and environment with respect to distance from camera sensor using 3D spectrogram analysis and predict the shooting modes via AI module based on the correlated object and environment. Then, Rotating the camera dynamically in the compulsorily the x axis in order to record 3D video in the predicted shooting mode. The rotation of the cameras leads to changing convergence which can be used in S3D (Stereoscopic 3D) recording to obtain a personalized 3D video based on user's IPD.
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## INVENTION TERMINOLOGIES

## Inter pupillary distance

Inter-pupillary distance [3], [4] is the distance between the center of pupils. In this paper, we have created a personalized 3D content as per the user's inter-pupillary distance as shown in Fig 1. We have proposed to bend the device for 3D recording based on Inter-pupillary distance.


Fig. 1. The inter-pupillary distance

## Inter-axial distance

Fig 2 Shows inter-axial distance which is defined as the distance between the center of the lenses of a stereo camera. We propose to dynamically calculate inter-axial distance and display the user axis from which he starts bending the device.


Fig. 2. The inter-axial distance

## Rotating camera

We have used stereo cameras that is a pair of cameras (Fig 3) that besides providing what a single camera does provides further information like depth information. We have used stereo cameras that are capable of rotating from its axis. This is required to perform shooting in parallel and converged mode.


Fig. 3. The pair of cameras

## Recording Modes

We propose using of two different recording modes. These are converged and parallel. Fig 4 shows the respective recording modes used.


Fig. 4. Converged and parallel recording modes respectively

## APPROACH

We have divided the whole process in 4 phases. As illustrated in Fig 5, First phase includes the calculation of IAD based on user's IPD. Fetching of image frames and object distance is also done. In second phase, we calculate the bending angle. Bending angle is calculated as $\Theta=2 \sin ^{-1}(\mathrm{IAD} / \mathrm{l})$. After calculation of bending angle, in phase three 3D spectrogram analysis is done.


Fig. 5. Process flow

It involves analysis of 3D view of phase and use it for training our algorithm. Later in phase four shooting modes are suggested and based on the suggested shooting modes 3D video recording is done. It is done using various prediction algorithm.

## PROPOSED METHODOLOGY

Our invention includes the following stages:

## Calculating inter axial distance

The first proposed step comprises of two parts. First we estimate inter pupillary distance (IPD) of user. Next is to fetch image frames and object distance then dynamically calculate inter axial distance (IAD) between two cameras as per user IPD.


Fig. 6. Calculation of inter-axial distance
By setting the Inter-Axial distance to a person's inter-pupillary Distance, we can create customized 3D content so people can relive memories as they experienced it via VR and sound recording. It can also help to make a person experience different locations without being physically present there. As per Military Handbook 743A and the 2012 Anthropometric Survey of US Army Personnel [5], Fig 7 shows mean IPD values for male and female.Using the data from the two cameras, and the known optical zoom level, the person's Interpupillary Distance (IPD) can be known.

| Gender | Sample <br> size | Mean | Standard deviation | Minimum | Maximum | Percentile |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | 1st | 5th | 50th | 95th | 99th |
| Female | 1986 | 61.7 | 3.6 | 51.0 | 74.5 | 53.5 | 55.5 | 62.0 | 67.5 | 70.5 |
| Male | 4082 | 64.0 | 3.4 | 53.0 | 77.0 | 56.0 | 58.5 | 64.0 | 70.0 | 72.5 |

Fig. 7. Table showing IPD values (mm) from 2012 Army Survey
To maintain consistency for an individual, we would allow great depth. For far off, big things like an airplane, max IAD is best as it gives best depth. For close off, small things like a coin, IAD has to be set to distance $/ 30$ or lower for comfortable viewing. We propose to calculate the distance between the center of the individual's eyeballs by:

1. Compensating for the distance of the two cameras from the eyes while measuring the IPD.
2. Asking the user to look at a very far object (practically looking at infinity) and taking the Inter-pupillary Distance directly.

The choice of the IAD is crucial for creating the required 3D media. There are 3 factors that are needed to be considered while setting the IAD to ensure that there is no divergence.

These are following factors to be considered:

## Best mode to record 3D scene

There are two modes to record a 3D scene that appears human realistic:

## General Mode (IPD $=65 \mathrm{~mm})$ :

Here IAD is mean value of IAD of the general population. If user want to share the 3D video recorded then user will choose general mode, so that it will be not specific to a particular user and give soothing 3D watching experience to every user who is watching 3D video recorded content.

## Personalized mode:

Here IAD is equivalent to user's IAD. If a user wants to personalize 3D video recorded then user should choose Personal mode, so that it will be specific to that particular user and give soothing 3D watching experience to him. We tend to use the relationship between bending angle and IAD for calculation as $\Theta=2 \sin ^{-1}(\mathrm{IAD} / \mathrm{l})$.

## Dwarfism/Gigantism

Using the data from the two cameras, and the known optical zoom level, a person's Interpupillary Distance (IPD) can be known. However this equalization is not applicable every time. The greater the Inter-Axial Separation, the greater the depth effect. For example as shown in Fig 8, an elephant can perceive much more depth than a human, and a human can perceive more depth than a mouse. However, using this same analogy, the mouse can get close and peer inside the petals of a flower with very good depth perception, and the human will just go "cross-eyed". Decreasing the interaxial will lead to macro stereo photos and separating the cameras will allow great depth.


Fig. 8. Images showing hyper-stereo (P.O.V of an elephant) and hypo-stereo effect (P.O.V of a mouse)

## $1 / 30$ and $1 / 60$ rule

This rule is used for preventing divergence of the eyes (Fig 9) on viewing the 3D content. Divergence never happens naturally, which would mean that your eyes would angle outward. The reason being stereographer [6], [7] should avoid background parallax values in their scene that may require the eyes to diverge when viewed. This is easy to keep in check through some simple math. The $1 / 30$ rule refers to a commonly accepted rule that has been used for decades by hobbyist stereographers around the world. It basically states that interaxial separation should only be $1 / 30$ of the distance from your
camera to the closest subject. In the case of ortho-stereoscopic shooting that would mean your cameras should only be 2.5 " apart and your closest subject should never be any closer than 75 inches (about 6 feet) away. The $1 / 30$ rule gives the maximum IAD as compulsorily distance/30. So, for the subject IAD require should be less than $1 / 30$ rule as mentions above. [(1/30)*distance of object to subject]. The $1 / 30$ rule certainly does not apply to all scenarios. In fact, in feature film production destined for the big screen we will typically use a ratio of $1 / 60,1 / 100$ or higher. The $1 / 30$ rule works well if your final display screen size is less than 65 inches wide, your cameras were parallel to each other, and your shots were all taken outside with the background at infinity. Other rules as $1 / 60$ is for comfortable viewing for different screen sizes. Hypo-stereo technique is common for theatrically released films to accommodate the effects of the big screen. It is also used for macro stereoscopic [8] photography. A stereographer calculates the parallax range and uses the various equations available to calculate maximum positive parallax (the parallax of the furthest object), which will translate into a real-world distance when the footage is eventually displayed.


Fig. 9. Images depicting converged and diverged eyes respectively

## Finding bending angles

The next step is to calculate the bending angle [9], [10] based on IAD. Suppose distance between the cameras is $\mathrm{D}=$ $\mathrm{B}_{1} \mathrm{x}+\mathrm{B}_{2} \mathrm{y}$ where, $\mathrm{B}_{1}+\mathrm{B}_{2}=1 ; \mathrm{x}=$ measurement of first instrument, $\mathrm{y}=$ measurement of second instrument.

Standard deviation $\sigma=\sqrt{ }\left(\mathrm{B}_{1}{ }^{2} \sigma_{\mathrm{x}}{ }^{2}+\mathrm{B}_{2}{ }^{2} \sigma_{\mathrm{y}}{ }^{2}+2 \mathrm{~B}_{1} \mathrm{~B}_{2} \sigma_{\mathrm{xy}}\right)$.
Gives $\sigma_{\mathrm{D}}=\sigma_{\mathrm{x}} \sigma_{\mathrm{y}} / \sqrt{ }\left(\sigma_{\mathrm{x}}{ }^{2}+\sigma_{\mathrm{y}}{ }^{2}\right)$; Where always $\sigma_{\mathrm{D}} \leq \sigma_{\mathrm{x}}$ and $\sigma_{\mathrm{D}} \leq \sigma_{\mathrm{y}}$. Thus we have improved accuracy by reduced Standard Deviation on using another instrument. Hence, as shown in Fig 10 , we propose to use the following $\Theta=2 \sin ^{-1}(\mathrm{IAD} / \mathrm{l})$ where 1 is the 180 degree distance between cameras which is captured post taking multiple measurements with different IAD's. We display user the axis from user starts bending the device based on calculated IAD. When we bend the device then it leads to change in IAD of two cameras. This provides the variable depth for 3D recording.


Fig. 10. Calculation of bending angle

The rotation of the cameras [11] in the single $x$-axis is utilized to enable 3D data capturing on variable IAD. In non-bendable phones the rotatable cameras are not required [12] if we wish to shoot only parallel with lots of image cutting. However, if we bend the phone, the cameras would be incapable of recording 3D data. However in bendable devices, the cameras would rotate compulsorily [13] in the x -axis to enable 3D data generation and enabling parallel and converged shooting modes. Without rotatable camera and a bending device, 3D view is not possible and hence our algorithm is required.


Fig. 11. How rotatable camera along with bendable device is essential for Stereoscopic 3D effect


WITHOUT ROTATABLE CAMERA


Fig. 12. How non- rotatable camera lacks in 3D view

## 3D Spectrogram analysis

This step basically involves correlating object and environment with respect to distance from camera sensor using 3D spectrogram analysis. 3D view of the face is analyzed and used for training our algorithm


Fig 13. 3D Spectrogram Analysis
Each image is considered to be more encapsulated with more details of view so that in 2D plane [14] we are drawing 3D view through advantages of open GL which is more precise. 3D view image is stored which will be processed and used for
video recording process i.e. using that information to recommend the best shooting mode - parallel or converged, for providing better security by retraining the current model for iris scanner, and for better selfie by reducing the anomalies from the face at run time.

## Predicting shooting mode via AI module

The next step will be used to predict the shooting modes via AI module [15] based on the correlated object and environment with respect to distance from camera sensor. So recording would be done on the basis of recommended mode and bending angle. There are two types of shooting modes depending upon distance of object from eyes

1. Shooting converged mode
2. Shooting parallel mode
3. Shooting converged mode: In this, as shown in Fig 15, the point of convergence is at the object of interest (kept at zero parallax). It has an advantage that 3D content is useable without post processing [17], [18]. HIT Cropping is not required so no loss of image dimensions. But the disadvantage is that Keystone effect [19] is observed (Fig 16) and over scan is required to change convergence point later.


Fig. 14. Converged shooting mode

left view
right view
Fig. 15. Keystone effect from converged cameras


Fig 16 and 17. Converged camera setup and stereo render with converged camera setup

In converged mode, to keep furthest object un-diverged with focus on screen object ( f ), the following relation is satisfied
$\frac{\tan ^{-1}\left(\frac{\int A D}{2}\right)}{\frac{\phi}{2}} \times \frac{A P D}{\text { sereernatid } h}$
Also, for all objects un-diverged (furthest object at infinity), the following relation is satisfied
$\left.I A D \approx 2 d * \tan 1 I P D * \frac{\frac{2}{2}}{\operatorname{scr} G e n c i d t h}\right)$
Here, $\phi$ is the Field of View (FOV) of a single camera and $d$ is the distance between object and camera.


Fig. 19. Converged mode while recording with variable IAD


Fig. 20.Actual view equivalent of Fig 19

## Shooting Mode parallel

Here, as shown in Fig 21, the point of convergence becomes essentially infinity. It has an advantage over converge mode that no keystone effect is observed. But at the same time Horizontal Image Translation (HIT) fix is required in post processing which leads to a loss in resolution.

## PARALLEL MODE



Fig. 21. Parallel shooting mode


Fig 22. HIT has to be applied to merge the two images


Fig 23 and 24. Parallel camera setup and stereo parallel render with HIT fix

As per Fig 23, the distance between the blue color and red color images should not be greater than IPD. The parallel mode will crop the selected area as shown in Fig 24.

In parallel mode, to keep the furthest object un-diverged with focus on screen object ( f ), the following relation is satisfied

Also, for all objects un-diverged (furthest object at infinity), the following relation is satisfied

$$
\begin{equation*}
A A D<\frac{2 d r a n t \varphi / 2 \pi \sqrt{2} D}{\text { sercenwidith }} \tag{4}
\end{equation*}
$$

Here, $\varphi$ is the Field of View (FOV) of a single camera and d is the distance between object and camera.


Fig. 25. Parallel mode while recording with variable IAD


Fig. 26. Actual view equivalent of fig 25

Considering parallel and converged modes we have different angle of tilting the camera. For parallel mode (Fig 27) tilting of camera is given by $90-\Theta / 2$ and for converged mode (Fig 28) we have $\tan ^{-1}((\mathrm{IAD} / 2 /$ Object distance $)$.


Fig 27. Tilting of camera in parallel mode


Fig 28. Tilting of camera in converge mode

## Rotating camera and 3D recording

This involves rotating the camera dynamically compulsorily in the x -axis in order to record 3D video in the predicted shooting mode. The rotation of the cameras leads to change in the convergence which can be used in S3D (Stereoscopic 3D) recording and obtaining personalized 3D view based on the user. Here we would be discussing some specific application pertaining to 3D recording.

## Better selfie for user

We can obtain better selfie [20] if we have 3D view of an image. As we have the 3D view of an image we can use it for taking better selfie by inputting more points before clicking pictures and provide best photo to user by removing abnormalities from face.


Fig. 28. How 3d view can help predefining abnormalities, spots, depth of eye bag to provide better selfie at runtime

## Better Security to current phone unlock system

Our approach can be used in phone unlocking purpose. Suppose phone has two camera where IAD is fixed so every time it will click 2 same images of face to unlock the device.

In conventional 3D image we have unlock function as
$F(x)=$ Phone Unlock (Image 1, Image 2)

> \# create model
> - model = Sequential() [As a instance of Keras model for deep learning and logistic regression for supervised learning]
> - model.add(Dense(32, input_shape=(160,), activation='relu'))
> - model.add(Dense(16, activation='relu'))
> - model.add(Dense(10, activation='relu'))
> - model.add(Dense(5,activation = 'softmax'))
> \# Compile the model
> \# port in android using tenser flow.

## Fig. 30. Neural network

But through ours, every time phone uses variable IAD to unlock the phone. So no two images can unlock match 3D model every time as with variable IAD more combinations are there so more security.

Our function is

## $\mathrm{F}(\mathrm{x})=$ Phone Unlock (Image 1, Image 2, IAD)

We are calling predict function by passing an image file and returning Boolean yes/no with $100 \%$ confidence.

## RESULTS

In our paper we have defined two type of shooting modes converged and parallel. Tilt angles are calculated with respect to each mode. To obtain personalised 3D video, a user is advised to bend the mobile phone to that particular tilt angle. While a normal 3D Image through dual camera has depth $\max =10 \mathrm{~mm}$ but we are able to reach greater than 50 mm depth, so a far better quality of video is presented to the user. More depth will give more soothing effect and feeling realistic 3 d view and this is not possible with dual cameras.

Table 1. Recommendations for different shooting modes

| Key Parameters for defining mapping function (Parameters => modes) | Shooting Converged | Shooting Parallel |
| :---: | :---: | :---: |
| Flatness (Remove Keystone effect) | For regular objects where keystone effect would not be noticeable like telephone | For flat objects like TVs, paintings, brick walls, Theatre screens etc. |
| Object distance (Removing unnecessary toe in for large distances) | For close objects like flower vase, coffee mug etc. | For far off objects like Sea, beaches, mountains, valleys etc. |
| Frame size required (Remove HIT cropping) | When we need to have constant resolution or maximum frame size. <br> Use case - regular recording | When the object is far off leading to minimal loss in frame size and when the focal distance is not changing leading to constant resolution. |

In generalized mode we will be able to achieve depth more than $50 \mathrm{~mm}>10 \mathrm{~mm}$ because we are including average IPD value.


Fig. 31. Effects of our invention

## Conclusion and Future scope

In this paper we have propose 3D video recording for bendable device. A bendable device is used to capture the actual depth using cameras. We have used spectrum analysis technology to analyze the 3D phase and with the use of artificial intelligence shooting mode and bending angles are predicted. In this paper, we are dynamically calculating the inter-axial distance (IAD) between two cameras in a flexible device as per user IPD and displaying user the axis from where user starts bending based on the calculated IAD. The bending of the device leads to changing in IAD of the two cameras. Thus after undergoing various steps a personalized 3D video is obtained. Our solution provide an enriched multimedia content to the user along with an artificial intelligent solution of shooting mode prediction. In future the research can be extend to projection of multimedia content beyond 3D as 4D, 5D etc. The idea of bendable camera can also enhance the hardware structure of mobile phones.
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