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Abstract 
 

This study explores the growing reliance on e-learning platforms within Open and Distance Learning (ODL) institutions and the associated 
security challenges, particularly those related to social engineering. Social engineering, often referred to as human hacking, poses significant 
risks to the security and privacy of users by exploiting human factors rather than technical vulnerabilities. While traditional security measures 
like firewalls and encryption focus on technical defenses, they often fall short in mitigating these human-centered attacks. The research aims to 
address this gap by proposing a machine-learning approach to detect social engineering vulnerabilities in e-learning platforms. The study 
employs simulations to collect data, ensuring a comprehensive understanding of user behaviors and potential vulnerabilities. The data is 
processed, cleaned, and analyzed using various machine learning techniques, Random Forest, Decision Tree, and Recurrent Neural Network 
(RNN) are used to build the model. Evaluation of these models reveals that while the RNN model achieves the highest accuracy and precision, 
the Random Forest model offers the best balance across all metrics, making it a strong candidate for practical application. The findings 
underscore the importance of integrating targeted security measures to enhance the cybersecurity resilience of e-learning platforms. Through 
bridging theoretical insights with empirical testing, this study provides a practical solution to safeguarding e-learning systems from social 
engineering threats, emphasizing the need for ongoing awareness and proactive defense strategies. 
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INTRODUCTION 
 
Computer networking has become integral to our daily lives 
(Singh et al., 2022). This development birthed a system of 
learning that is widely known as e-learning (Harasim, 2006). 
This broadened the scope of the Open and Distance Learning 
(ODL) institutions (Paul & Tait, 2019), which started centuries 
ago as a correspondent system of learning. ODL has garnered a 
substantial increase in popularity in recent years, due to its 
advantages for people with hectic schedules or restricted 
access to conventional educational institutions (Tunstall, 
2024). It is distinguished by the instructor's isolation from the 
student, with communication mostly mediated by technology 
(Bhebhe& Maphosa, 2020). The National Open University of 
Nigeria is the only institution in Nigeria (NOUN) that fully 
runs ODL (Agbu et al., 2016). However, the heightened 
dependence on e-learning also brings forth fresh security 
issues. As more information is gathered and shared, protecting 
this information is becoming a concern, notably in connection 
to social engineering assaults (Bruma, 2020). Social 
engineering, also known as human hacking, is the art of 
tricking employees and consumers into disclosing their 
credentials and then using them to gain access to networks or 
accounts (Conteh & Schmick 2021). Social engineering 
vulnerabilities can expose sensitive data, compromise user 
accounts, and disrupt the normal functioning of the platform. 
Chetioui (2022) identified that social engineering methods and 
techniques involve using the communication channel to gain 
access to credentials. To ensure the security and privacy of 
users' data in e-learning systems, it is crucial to identify and 
address social engineering vulnerabilities.  
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Traditional security measures like firewalls and encryption 
primarily focus on technical aspects and may not adequately 
mitigate social engineering attacks that exploit human factors 
(Dupont & Holt, 2022). Against this backdrop, this study 
proposes a machine-learning technique for detecting social 
engineering vulnerabilities in e-learning platforms. 
 

LITERATURE REVIEW 
 
Albladi & Weir (2020) established a conceptual model capable 
of assessing elements that affect users' assessment of social 
engineering-based assaults on social network sites.  
 

Conteh & Schmick (2021) discuss the impact of social 
engineering, and its involvement in network breaches and 
cybercrime, and suggest defenses against such attacks.  
 

Dhull (2016) compared and contrasted social engineering 
strategies by utilizing seven distinct characteristics, including 
time consumption, information delivered, role-playing, attack 
intensity, efficacy, targeted/untargeted, and direct/mediated.  
 

Odeh et al. (2021) outlined the fundamental ideas behind 
social engineering assaults, the stages of execution, 
classifications, and kinds of these attacks, as well as strategies 
and tactics for minimizing them. 
 

Almutairi (2022) through a survey found out knowledge gap in 
social engineering, out of 63.4% of the sample polled did not 
know about social engineering, 67.3% of the total samples 
were unaware of the risks posed by social engineering. Only 
7.5% of the sample had good knowledge of social engineering, 
while 42.1% had only fair knowledge. In the same vein, 
Alharthi and Regan (2021) found that 45% of employees 
falsely believed they were not a target of cyberattacks. 84% of 
the participants overestimated the level of security on their 
work PCs.  



Yasin et al. (2021) developed an analytical methodology for 
social engineering assaults utilizing real-world situations in 
their paper titled Understanding and Decoding Social 
Engineering Attack Scenarios. Similarly, Quinlan (2020) 
suggested a defense against social engineering attacks for 
businesses based on a compilation of research into a model 
known as the SEDM. A model presented by Cletus (2018) was 
converted into a web application system that can recognize 
people susceptible to social engineering attempts. Alghenaim 
et al. (2021) created an employee awareness model to raise 
awareness of social engineering threats in the Saudi public 
sector. 
 
Nguyen and Bhatia (2020) conducted a study aimed at 
devising a model to tackle social engineering attacks within 
higher education institutions. They examined different 
scenarios of social engineering attacks and put forth an 
awareness and training model to counter these threats 
effectively. However, the study's limitations included a 
reliance on theoretical constructs and a potential lack of real-
world validation of the proposed model. 
 
Grassegger and Nedbal's 2021 research investigated how 
employees' awareness of information security influences their 
inclination to resist social engineering. They conducted 
surveys among employees from diverse sectors to measure 
their information security awareness and their resistance 
intentions towards social engineering tactics. Statistical 
analyses were employed to explore the correlation between 
these factors. Nonetheless, the study had limitations, including 
potential biases due to reliance on self-reported data. 
 
Literature on social engineering shows several research gaps, 
which form the basis of this dissertation. The existing studies 
are largely exploratory and theoretical, lacking empirical 
evidence and practical solutions for mitigating social 
engineering attacks. They focus on types of social engineering 
and epistemological concerns without testing the reliability of 
proposed models or their robustness in real-life scenarios. 
Mitigation strategies are discussed but not empirically 
validated. The human factor in social engineering is 
inadequately addressed, and scenario-based experiments fall 
short of real-world applicability. This study will bridge these 
gaps, by presenting empirical testing of mitigation strategies, 
validation of models, practical implementation of mitigation 
measures, bridging theoretical findings with practical 
applications, incorporating the human factor, and conducting 
real-world tests to ensure the effectiveness and practicality of 
proposed solutions. 
 
MATERIALS AND METHODS  
 
The research methodology outlined in Figure 1 begins with the 
problem definition, which focuses on predicting social 
engineering vulnerabilities in ODL. The next phase involves 
two primary methods: surveys and simulations. Surveys are 
used to gather responses from participants, potentially to 
understand their behavior, experiences, or attitudes related to 
social engineering. On the other hand, simulations are 
employed to create controlled environments or scenarios where 
data on vulnerabilities or responses to social engineering 
attacks can be collected. This dual approach allows for a 
comprehensive data collection process, capturing both real-
world experiences and simulated outcomes. Once the data is 
collected, it undergoes data processing and cleaning. This step 

is essential for ensuring that the data is accurate, consistent, 
and free from errors or noise. With clean data in hand, the next 
step is quantitative analysis. This involves applying statistical 
or mathematical techniques to analyze the data and derive 
meaningful insights. Following the analysis, feature selection 
is performed to identify the most relevant variables or features 
in the dataset that are important for predicting vulnerabilities. 
Model selection follows feature selection, where appropriate 
machine learning models are chosen to predict vulnerabilities. 
Before the model is applied, the data is split into training and 
testing sets, typically with a 70/30 split. The trained model is 
then used to predict vulnerabilities based on the data provided. 
Model evaluation is performed next to assess the accuracy and 
reliability of the predictions. After the model has been 
validated, it is ready for implementation. 
 

 
 

Figure 1. The Research Implementation 
 

Data  
 
The research collects data through simulated phishing 
assessments, which begin with the creation of realistic 
phishing scenarios. These scenarios are carefully crafted to 
resemble actual phishing tactics employed by cybercriminals. 
Scenarios include deceptive subject lines, enticing offers, and 
time-sensitive requests to elicit user engagement. A diverse 
group of participants, including employees from various 
departments, were randomly selected to ensure a representative 
sample with diverse levels of awareness. The distribution 
process is monitored and controlled to ensure participants 
know the purpose. The phishing campaign was then executed, 
the campaign aimed to gauge users' susceptibility to different 
tactics employed by attackers. Figure 2 - 6 shows the 
execution. The user actions are monitored and recorded with 
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predictive value for the target variable. Tree-based method, 
Random Forest, is used to rank features by their contribution to 
model performance. 
 
Model 
 
The algorithms chosen in this study are based on their 
performance and popularity in predicting cyberattacks in 
literature. This study analyzes the use of these algorithms from 
literature, from which the most commonly used and effective 
ones, are chosen for this study. Two machine learning 
algorithms are chosen namely random forest and decision tree, 
and one deep learning algorithm Recurrent Neural Network 
(RNN) which is an implementation of the Artificial Neural 
Network (ANN). The rationale behind this is to test the 
robustness of these techniques in detecting phishing.  
 
Model Training 
 
The dataset was initially split into training and testing sets, 
with 80% of the data allocated for training and the remaining 
20% for testing and validation. The training set was used to 
train and evaluate the selected algorithm, which proved to be 
successful in capturing the underlying patterns in the data. For 
the Recurrent Neural Network (RNN) model, a specific 
architecture was designed and implemented. The RNN model 
was constructed with a dense layer of 128 neurons using the 
ReLU activation function, followed by another dense layer 
with 64 neurons and the ReLU activation function. The final 
output layer consisted of a single neuron with a sigmoid 
activation function, suitable for binary classification tasks. The 
training process of the RNN involved 10 epochs.  
 
Evaluation Metric 
 
After training the machine learning model, its performance is 
evaluated. This evaluation uses metrics such as accuracy, 
precision, recall, and the F1-score to assess how effectively the 
model identifies social engineering threats and vulnerabilities.  
 
Accuracy: Accuracy measures the ratio of correctly predicted 
instances to the total instances in the dataset. 
 
Accuracy= (TP + TN) / (TP + TN + FP + FN) … 3.1 
 
Precision (Positive Predictive Value): Precision measures the 
ratio of true positive predictions to all positive predictions 
made. 
 
Precision = TP / (TP + FP) …. 3.2 
 
Recall (Sensitivity, True Positive Rate): Recall measures the 
ratio of true positive predictions to all actual positives in the 
dataset. 
 
Recall= TP / (TP + FN)  ….. 3.3 
 
F1-Score: The F1-Score is the harmonic mean of precision and 
recall. It balances precision and recall. 
 
F1Score= 2*(Precision * Recall) / (Precision + Recall)…..3.4 
 
Where: 
 
TP = True positive 

FN = False negative  
TN = True negative 
FP = False positive 
 
RESULTS  
 
The evaluation results of the three machine learning models 
Recurrent Neural Network (RNN), Decision Tree, and 
Random Forest presented in Figure 7 provide a comprehensive 
understanding of their performance across key metrics: Recall, 
F1 Score, Precision, and Accuracy. The recall score measures 
the ability of the models to identify true positives from all 
actual positive cases. The Random Forest model stands out 
with a recall score of 0.97, indicating its superior capability in 
detecting true positive cases. The Decision Tree follows 
closely with a recall score of 0.95, while the RNN model has 
the lowest recall at 0.89, suggesting it is less effective at 
capturing all true positives compared to the other models. 
When examining the F1 score, which balances both precision 
and recall, the Random Forest model again outperforms the 
others with a score of 0.97. This highlights its effectiveness in 
managing the trade-off between precision and recall, ensuring 
a good balance between identifying true positives and 
minimizing false positives. The Decision Tree model has an F1 
score of 0.96, while the RNN model scores 0.94, indicating 
that while all models perform well, the Random Forest offers 
the best balance overall. 
 
In terms of precision score, the RNN model achieves a perfect 
score of 1.0, meaning that all positive predictions made by this 
model are correct. However, this high precision is 
accompanied by a lower recall, indicating that the RNN might 
be missing some true positives in its predictions. The Random 
Forest and Decision Tree models also demonstrate high 
precision, with scores of 0.98 and 0.96, respectively, but they 
fall slightly short of the RNN's perfect precision. The accuracy 
score, which reflects the overall correctness of the model's 
predictions, shows that the RNN model is the most accurate, 
with a score of 0.98. The Random Forest model follows 
closely with an accuracy score of 0.97, while the Decision Tree 
lags with a score of 0.94. This suggests that, while the RNN is 
highly precise and accurate, the Random Forest model offers a 
more balanced performance across all metrics, making it a 
strong candidate for applications where both recall and 
precision are critical. 
 

 
 

Figure 7. Model evaluation 
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DISCUSSION 
 
The obtained results affirm the vulnerability of users to social 
engineering attacks and highlight the prevalence of techniques 
that pose a potential threat to the cybersecurity integrity of 
ODL. These findings emphasize the crucial need for targeted 
security measures and proactive strategies to bolster the overall 
cybersecurity resilience of the e-learning platform. The 
analysis conducted aligns with insights drawn from various 
studies on social engineering attacks. For instance, Albladi and 
Weir (2020) established a conceptual model to evaluate 
elements influencing users' perceptions of social engineering 
assaults, reflecting the need for a nuanced understanding of 
user behaviors. Dhull (2016) categorized social engineering 
strategies based on distinct characteristics, emphasizing factors 
such as time consumption and attack intensity, aligning with 
the approach of identifying patterns and potential threats in this 
analysis. Conteh & Schmick (2021) highlighted the 
significance of defenses against social engineering, a theme 
echoed in the identification of potential phishing attempts in 
the message content. Additionally, Yasin's (2021) analytical 
methodology for social engineering assaults, rooted in real-
world scenarios, resonates with the identification of patterns in 
message content to uncover potential threats. The findings also 
correlate with studies addressing the lack of awareness among 
individuals regarding social engineering techniques. 
Almutairi's (2022) study in the educational sector and Alharthi 
and Regan's (2021) findings on employees overestimating 
security levels align with the identified need for improved 
awareness and understanding of potential risks in 
communication. Furthermore, the emphasis on proactive 
defenses and employee awareness models, as suggested by 
Quinlan (2020) and Alghenaim (2021) respectively, aligns 
with the theme of mitigating risks associated with social 
engineering. The analysis, through the identification of 
potential phishing indicators, contributes to the broader 
dialogue on practical approaches for preventing social 
engineering attacks. The study shows While models help in 
detection, educating users about phishing threats and safe 
practices is equally crucial. Incorporating phishing awareness 
programs within the eLearning platform can complement 
technical measures and enhance overall security. This 
approach will help balance the need for effective detection 
with the importance of maintaining a positive user experience. 
The study addresses the research gap by providing empirical 
evidence and practical solutions for mitigating social 
engineering attacks. Other than focusing on knowledge gaps, 
testing the reliability of proposed models or their robustness in 
real-life scenarios. Hence, this study bridges the gaps, by 
presenting empirical testing of mitigation strategies, validation 
of models, bridging theoretical findings with practical 
applications, incorporating the human factor, and conducting 
real-world tests to ensure the effectiveness and practicality of 
proposed solutions. 
 
Conclusion 
 
The study contributes valuable insights to the understanding of 
social engineering vulnerabilities in ODL systems. The 
recommendations derived from phishing simulations, and 
machine learning models offer actionable strategies for 
enhancing security measures. The success of the machine 
learning model in predicting vulnerabilities underscores the 
potential of advanced analytics in cybersecurity. As 
educational institutions increasingly rely on online platforms, 

the findings provide timely and practical recommendations for 
mitigating social engineering vulnerabilities, ensuring a secure 
digital learning environment. Future research may delve deeper 
into the evolving landscape of cybersecurity threats in the 
educational sector and explore adaptive security measures to 
address emerging challenges. 
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